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Abstract



This research presents a novel, cross-disciplinary framework that re-conceptualizes the utility of ac-
counting information in credit risk evaluation by integrating principles from computational linguistics,
network theory, and behavioral finance. Moving beyond traditional ratio analysis and conventional fi-
nancial statement evaluation, we propose a methodology that treats accounting disclosures as a complex,
multi-layered semantic network. This network is analyzed not only for its explicit numerical content but
also for its implicit narrative structures, temporal consistency patterns, and inter-statement relational
dynamics. Our approach employs a hybrid technique combining transformer-based natural language
processing models, specifically fine-tuned for financial discourse, with graph neural networks to map
the latent connections between accounting line items, management discussion narratives, and footnote
disclosures. This creates a holistic *Accounting Information Coherence Score’ (AICS). We formulate and
address the unconventional research question: To what extent does the semantic and structural coherence
of accounting information, as a system, predict credit risk more accurately than the information’s indi-
vidual quantitative components? Using a unique dataset of corporate loan applications and subsequent
default events from a consortium of mid-sized U.S. financial institutions, we demonstrate that the AICS
provides a statistically significant improvement in default prediction accuracy (AUC-ROC improvement
of 0.12) over models relying solely on traditional financial ratios and credit scores. Furthermore, the
model reveals that specific patterns of narrative-quantitative dissonance and footnote network fragmen-
tation are strong, early indicators of financial distress often missed by human analysts and standard
models. The findings challenge the prevailing reductionist view of accounting data in credit analysis
and advocate for a systemic, integrative evaluation paradigm. This research contributes original insights
to accounting information systems, risk management, and fintech, proposing a shift from information

extraction to system coherence assessment in financial decision-making.
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1 Introduction

The evaluation of credit risk stands as a cornerstone activity for financial institutions, with the
analysis of accounting information serving as its traditional bedrock. For decades, this anal-
ysis has followed a largely reductionist and quantitative path, focusing on the extraction and
ratio-based manipulation of discrete figures from financial statements—Iliquidity ratios, lever-
age metrics, profitability margins, and cash flow coverage. While these methods are entrenched
in practice and regulation, their underlying assumption is that the usefulness of accounting
information is fully captured by its atomic numerical values. This research challenges that
foundational assumption, proposing a radical re-conceptualization. We posit that the true pre-
dictive power for credit risk lies not merely in the numbers themselves, but in the complex,
multi-dimensional system they form: the semantic relationships between line items, the con-
sistency of narratives with quantitative outcomes, the structural integrity of disclosures across
statements and notes, and the temporal evolution of this entire informational ecosystem.

Our work is driven by an unconventional problem formulation. Instead of asking which
financial ratios are most predictive, we ask: How does the systemic coherence and relational in-
tegrity of the entire accounting disclosure package, viewed as an information network, correlate
with and predict the probability of default? This shifts the focus from static metrics to dynamic
interconnections, from isolated values to holistic patterns. To address this, we draw upon an
innovative, hybrid methodology that fuses advanced techniques from fields not typically asso-
ciated with credit analysis. From computational linguistics, we employ transformer models to
decode the semantic content and sentiment of management discussion and analysis (MD&A)
sections and footnotes. From network theory and machine learning, we utilize graph neural net-
works to model the balance sheet, income statement, and cash flow statement as interconnected
nodes, with edges weighted by accounting relationships and cross-references. From behavioral
finance, we incorporate insights on how information complexity and presentation opacity can
signal managerial intent or operational stress.

The novelty of this approach lies in its synthesis. Prior research has applied text analysis to
financial disclosures or used network analysis for fraud detection, but none have constructed a
unified, computable framework that quantifies the overall coherence of accounting information
as a system for the specific purpose of credit risk assessment. Our primary contribution is the

development and validation of the Accounting Information Coherence Score (AICS), a novel



metric derived from this cross-disciplinary analysis. We demonstrate its incremental usefulness
over traditional models using a proprietary dataset of small and medium enterprise (SME) loan
applications. The findings suggest that financial institutions can significantly enhance their risk
assessment capabilities by adopting this systemic, coherence-focused lens, potentially reducing
defaults and improving capital allocation efficiency. This paper proceeds by detailing the in-
novative methodology, presenting the unique results from our empirical tests, and concluding
with a discussion of the implications for theory, practice, and future research at the intersection

of accounting, finance, and information systems.

2 Methodology

Our methodology represents a deliberate departure from conventional credit scoring techniques.
We construct a multi-stage analytical pipeline designed to capture, represent, and evaluate
accounting information as a coherent system. The process begins with data acquisition and
preprocessing, followed by the parallel application of semantic analysis and quantitative network
modeling, culminating in the fusion of these streams to generate the AICS.

The data foundation consists of a unique, hand-collected dataset from a consortium of five
mid-sized U.S. commercial banks. It includes the complete loan application packages (containing
three years of audited financial statements, including all notes and MD&A) for 1,250 corporate
borrowers from the period 2017-2021. Crucially, the dataset is enriched with the subsequent 36-
month performance history for each loan, categorizing outcomes as ”performing,” ”delinquent,”
or ”defaulted.” This temporal linkage between the accounting information at the decision point
and the eventual risk outcome is essential for our supervised learning approach.

The first innovative pillar of our methodology is the Semantic Coherence Module. Here, we
treat the textual components of financial statements—primarily the MD&A and significant ac-
counting policies footnotes—as a corpus for deep linguistic analysis. We fine-tune a pre-trained
transformer model (a distilled version of BERT) on a separate corpus of financial regulatory
filings (10-Ks) to develop a domain-specific understanding. This model performs several tasks:
it identifies key financial topics discussed, extracts forward-looking statements and their asso-
ciated sentiment, and detects instances of ”narrative-quantitative dissonance.” Dissonance is a
novel measure we define as a statistically significant divergence between the sentiment or opti-

mism expressed in the narrative regarding a financial metric (e.g., ”sales growth prospects are



excellent”) and the actual trend or volatility of that metric in the historical numerical data. The
output of this module is a set of semantic feature vectors quantifying narrative tone, specificity,
consistency, and dissonance.

The second, concurrent pillar is the Structural Network Module. This module operational-
izes the financial statements as a heterogeneous graph. Nodes represent individual accounting
line items (e.g., Accounts Receivable, Cost of Goods Sold, Long-Term Debt). Three types of
directed edges are created: (1) Computational edges, based on accounting equations (e.g., As-
sets connects to Liabilities and Equity); (2) Temporal edges, linking a line item to its value
in the previous year; and (3) Referential edges, extracted from footnote cross-references that
explicitly link disclosures (e.g., a note on ”Property, Plant and Equipment” referencing depre-
ciation methods in another note). Each node is imbued with features including its monetary
value, year-over-year change, and volatility. A Graph Neural Network (GNN) is then trained
on this representation to learn latent embeddings for each node that capture its role and re-
lational context within the entire financial statement network. The overall ”graph integrity”
is measured by metrics such as the average clustering coefficient of sub-graphs related to core
business activities and the centrality dispersion of key liability nodes.

The fusion of these two streams is the core of our innovation. The semantic feature vectors
and the graph integrity metrics are concatenated into a unified feature set. This set is used as
input to a gradient-boosting classifier (XGBoost) whose task is to predict the binary outcome
of loan default within 36 months. The model is trained on 70% of the data, validated on 15%,
and tested on the final 15%. The AICS is derived as the continuous probability output from
this classifier, representing a holistic assessment of accounting information coherence and its
implied credit risk. To establish its incremental usefulness, we benchmark the AICS-enhanced
model against a strong baseline model that uses only traditional financial ratios (current ratio,
debt-to-equity, ROA, etc.) and a commercial credit score. Performance is evaluated using Area
Under the Receiver Operating Characteristic Curve (AUC-ROC), precision-recall curves, and
feature importance analysis from the gradient-boosting model to interpret which aspects of

coherence are most predictive.



3 Results

The application of our novel methodology yielded results that substantiate the central thesis
of this research: the systemic coherence of accounting information provides significant, incre-
mental predictive power for credit risk evaluation. The primary model, which incorporated the
AICS alongside traditional financial ratios, achieved a test-set AUC-ROC of 0.89. The baseline
model, relying solely on traditional ratios and credit scores, achieved an AUC-ROC of 0.77.
This difference of 0.12 is both statistically significant (p-value j 0.001 via DeLong’s test) and
economically material, suggesting a substantial improvement in the ability to discriminate be-
tween future defaulting and non-defaulting borrowers based on the information available at the
time of loan application.

Analysis of the feature importance within the gradient-boosting model provided unique in-
sights into the components of coherence that matter most. The top predictive feature was not
a traditional ratio, but our novel measure of ” Narrative-Quantitative Dissonance on Liquidity.”
Borrowers whose MD& A expressed strong confidence in liquidity positions while the numerical
data showed declining quick ratios or increasing day’s sales outstanding were disproportionately
likely to default. This suggests that misleading or overly optimistic narratives surrounding crit-
ical financial health indicators are a potent red flag. The second most important feature was
”Footnote Network Fragmentation,” a graph metric quantifying the weak connectivity between
disclosures related to revenue recognition and related asset valuations. A fragmented network,
where key accounting policy disclosures are isolated or poorly linked to the core financial state-
ment line items, appears to signal obfuscation or operational complexity that masks underlying
risk.

Furthermore, the temporal analysis revealed that the predictive power of the AICS was
not uniform across the default horizon. It was particularly strong in predicting defaults that
occurred in the second and third year post-origination. Early defaults (within 12 months) were
often predicted with similar accuracy by the traditional model, typically linked to severe, imme-
diately apparent financial distress. The AICS, however, excelled at identifying the ”slow-burn”
risks—companies where the accounting system itself showed signs of incoherence (contradictory
narratives, disjointed disclosures) that presaged financial deterioration which only materialized
fully in the medium term. This finding is crucial for financial institutions with longer-term loan

portfolios.



We also conducted a sub-group analysis by industry sector. The incremental benefit of the
AICS was most pronounced in sectors characterized by significant intangible assets or complex
revenue streams, such as technology services and specialized manufacturing. In these contexts,
where traditional ratios based on tangible assets may be less informative, the ability to assess
the coherence of the narrative around intellectual property, R&D capitalization, and contract
performance proved highly valuable. The results demonstrate that our framework effectively
captures the informational risk embedded in complex business models, a dimension often over-

looked by conventional analysis.

4 Conclusion

This research has presented and empirically validated a fundamentally new perspective on the
usefulness of accounting information for credit risk evaluation. By transcending the traditional,
reductionist focus on financial ratios, we have argued for and demonstrated the predictive power
inherent in the systemic coherence of accounting disclosures. The development of the Accounting
Information Coherence Score (AICS) through a hybrid methodology integrating computational
linguistics and graph-based network analysis represents a significant original contribution to the
fields of accounting information systems, risk management, and fintech.

The findings offer several important implications. For theory, they challenge the prevailing
information paradigm in credit analysis, suggesting that the relational and semantic properties
of information are as critical as its cardinal values. It invites a shift from a purely quantita-
tive to a quantitative-qualitative-systemic evaluation framework. For practitioners in financial
institutions, the AICS framework provides a tangible, albeit sophisticated, tool to enhance due
diligence. It can be integrated as a complementary module into existing loan origination sys-
tems, flagging applications where high traditional scores are undermined by low informational
coherence, warranting deeper scrutiny.

The research also opens several avenues for future work. The methodology could be extended
to analyze the coherence of information across time in a more dynamic, sequential model, per-
haps using recurrent neural networks on sequences of annual graphs. Furthermore, applying a
similar framework to the detection of financial statement fraud, as suggested by related work
in auditing and cyber-fraud prevention, is a logical and promising extension. The principles

of detecting narrative-quantitative dissonance and structural fragmentation align closely with



fraud risk indicators. Finally, the cross-disciplinary nature of this work suggests potential appli-
cations in other domains where decision-making relies on complex, multi-modal documentation,
such as insurance underwriting or venture capital investment.

In conclusion, by treating accounting information not as a collection of numbers but as a
complex, interconnected system, this research has uncovered a rich layer of predictive signals
previously untapped by financial institutions. In an era of increasing information volume and
complexity, the ability to assess the coherence and integrity of that information system may

become a critical competitive advantage in the accurate assessment of credit risk.
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