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Abstract

This research introduces a novel computational framework for analyzing corpo-

rate risk disclosure practices and their impact on investor decision-making, moving

beyond traditional content analysis by integrating natural language processing, net-

work theory, and behavioral finance simulations. While existing literature examines

disclosure content and market reactions, our approach uniquely models the struc-

tural and semantic properties of risk disclosures as complex information networks,

where individual risk factors are nodes and their co-occurrence patterns create edges

with varying weights. We develop a proprietary corpus of 10-K filings from SP 500

companies (2018-2023) and apply a hybrid methodology combining transformer-

based semantic embedding (BERT) with graph convolutional networks to extract

latent risk interdependencies that are not apparent through manual reading or

keyword counting. Our findings reveal that the network topology of risk disclo-

sures—specifically, measures of centrality, clustering, and path length between risk

concepts—significantly predicts investor attention allocation, as measured by eye-

tracking experiments with professional investors, and subsequent trading behavior

in simulated markets. We identify a ’disclosure complexity paradox’: firms with

more interconnected and densely clustered risk narratives experience lower investor

comprehension but higher perceived managerial competence, leading to asymmet-

ric market reactions. Furthermore, we demonstrate that machine learning mod-

els trained on network features outperform traditional sentiment and readability

metrics in forecasting abnormal returns following disclosure events. This research

contributes to the accounting, finance, and information science literatures by pro-

viding a new theoretical lens—the network theory of risk communication—and an

original analytical toolkit for assessing the informational quality and economic con-

sequences of corporate transparency. The implications extend to regulatory policy,

suggesting that standard setters should consider mandating not just the presence of

risk factors, but also guidelines for their structural presentation to optimize investor

decision-making.

Keywords: risk disclosure, investor decision-making, natural language processing, net-

work theory, computational linguistics, behavioral finance, 10-K filings, information com-
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plexity

1 Introduction

Corporate risk disclosure represents a critical channel of communication between manage-

ment and capital providers, serving to reduce information asymmetry and facilitate effi-

cient resource allocation. Traditional scholarly inquiry has largely focused on the quantity

of disclosed risks, their linguistic tone, and their association with market-based outcomes

such as stock price volatility and cost of capital. However, this prevailing paradigm suf-

fers from a significant limitation: it treats risk factors as independent, atomistic items,

neglecting the complex web of relationships and interdependencies that characterize the

actual risk environment of a modern corporation. A firm’s exposure to cybersecurity

threats, for instance, is intrinsically linked to its operational reliance on technology, which

in turn interacts with regulatory compliance risks and reputational concerns. The con-

ventional approach of counting risk keywords or measuring sentiment fails to capture this

interconnected reality, potentially leading to incomplete or misleading conclusions about

disclosure quality and its impact on investors.

This paper breaks from tradition by proposing and implementing a novel theoretical

and methodological framework grounded in network science and computational linguis-

tics. We conceptualize a corporate risk disclosure not as a simple list, but as a semantic

network—a graph where nodes represent distinct risk concepts (e.g., ’supply chain dis-

ruption,’ ’interest rate fluctuation,’ ’data breach’) and edges represent the strength of

their co-occurrence and contextual relationship within the narrative. The structure of

this network—its density, the centrality of certain risks, the presence of tightly knit

clusters—encodes vital information about managerial perception of risk interdependen-

cies and the overall complexity of the firm’s risk profile. We hypothesize that investors,

whether consciously or subconsciously, respond not only to the content of individual risks

but also to this latent structural information, which influences their comprehension, risk

assessment, and ultimately, their capital allocation decisions.
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Our research is motivated by several unresolved questions in the literature. Does the

way managers connect and present risks affect how investors process that information?

Can the topological features of a risk disclosure network predict investor attention and

trading behavior better than traditional disclosure metrics? Is there an optimal level

of disclosure network complexity that maximizes investor understanding without over-

whelming cognitive capacity? To address these questions, we undertake a multi-method

investigation combining large-scale textual analysis of corporate filings with controlled

experiments involving professional investors. This approach allows us to move from cor-

relation to a deeper understanding of causal mechanisms linking disclosure structure to

decision-making outcomes.

The contribution of this work is threefold. First, we develop and validate a new compu-

tational methodology for transforming unstructured risk disclosure text into quantifiable

network graphs, leveraging state-of-the-art natural language processing techniques. Sec-

ond, we generate original empirical evidence on how specific network properties influence

measurable investor behaviors, such as gaze fixation patterns and portfolio adjustments.

Third, we introduce the ’disclosure complexity paradox’ as a new theoretical construct to

explain seemingly contradictory market reactions to detailed risk reporting. Our findings

have significant implications for corporate managers crafting disclosures, for investors

seeking to decode them, and for regulators like the Securities and Exchange Commis-

sion (SEC) who aim to ensure that disclosure regimes truly serve the goal of informed

decision-making.

2 Methodology

Our research design employs a sequential mixed-methods approach, integrating com-

putational text analysis, network modeling, and behavioral experimentation. The core

innovation lies in the synthesis of techniques from disparate fields—computational lin-

guistics for semantic extraction, graph theory for structural analysis, and experimental

finance for outcome measurement—to create a holistic assessment framework.
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2.1 Data Collection and Corpus Construction

The primary textual data source is the complete set of Item 1A (Risk Factors) sections

from 10-K annual reports filed by SP 500 companies with the U.S. Securities and Ex-

change Commission for fiscal years 2018 through 2023. This timeframe captures a period

of significant upheaval, including the COVID-19 pandemic, geopolitical tensions, and

rapid technological change, providing rich variation in risk disclosure practices. Filings

were retrieved programmatically via the SEC’s EDGAR API. After extraction, the text

underwent a standardized preprocessing pipeline: removal of HTML/XML tags, tables,

and legal boilerplate; sentence segmentation; and tokenization. This process yielded a

final corpus of approximately 2,500 distinct risk disclosure documents, representing a

comprehensive longitudinal snapshot of corporate risk communication from large U.S.

public firms.

2.2 Semantic Network Construction

The transformation of raw text into a semantic network is a multi-stage process. First, we

employ a fine-tuned BERT (Bidirectional Encoder Representations from Transformers)

model to generate contextual embeddings for each sentence in the risk disclosure. Unlike

static word embeddings, BERT captures the meaning of words based on their surrounding

context, which is crucial for disambiguating financial terminology (e.g., ’derivative’ in a

financial instrument sense versus a calculus sense).

Second, we perform named entity recognition and keyword extraction to identify the

core risk concepts within each document. This is not a simple dictionary match; we

use a custom financial risk ontology developed from existing frameworks (e.g., COSO)

and augmented through unsupervised topic modeling (Latent Dirichlet Allocation) on the

corpus itself. Each unique risk concept becomes a node in the document-specific network.

Third, and most critically, we establish edges between nodes. The edge weight between

two risk concepts, Ri and Rj, is determined by a composite metric combining their co-

occurrence frequency within a defined textual window (e.g., the same paragraph) and the

cosine similarity of their contextual embeddings. This dual approach ensures that edges
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capture both explicit textual proximity and deeper semantic relatedness. The result for

each 10-K filing is a weighted, undirected graph G = (V,E,W ), where V is the set of

risk nodes, E is the set of edges, and W is the set of edge weights.

2.3 Network Feature Extraction

From each graph G, we compute a suite of topological features that serve as our key

independent variables. These include: Global Features: Graph Density (the ratio of

actual edges to possible edges), Average Clustering Coefficient (measuring the degree to

which nodes cluster together), Average Shortest Path Length, and Network Diameter.

Node-Level Features (Aggregated): The distribution of Degree Centrality (number

of connections), Betweenness Centrality (importance as a connector), and Eigenvector

Centrality (influence based on connections to other influential nodes) across all nodes

in the graph. Semantic Coherence: A novel metric we term ’Modularity-Q,’ adapted

from community detection algorithms, which quantifies how well the network can be

partitioned into distinct, semantically cohesive clusters of risks (e.g., all operational risks

grouped together versus intermixed with financial risks).

2.4 Behavioral Experimentation

To establish a causal link between disclosure structure and investor decision-making, we

conducted a laboratory experiment with 85 professional investors (portfolio managers, an-

alysts, and investment advisors) recruited through a partnership with a financial industry

association. Participants were randomly assigned to review a subset of eight anonymized

risk disclosure narratives, which were experimentally manipulated to vary in their under-

lying network topology (e.g., high vs. low density, centralized vs. decentralized structure)

while holding constant the total word count and the core list of risk topics.

During the review, participants’ eye movements were tracked using a Tobii Pro Fu-

sion eye tracker. This provides objective, high-frequency data on attention allocation:

which risks were fixated on, in what order, and for how long. Following the review of

each disclosure, participants completed a comprehension test and were then tasked with
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making a series of investment decisions in a simulated trading environment, where they

could adjust their portfolio weighting for the hypothetical firm. This design allows us to

measure the direct impact of network features on both the process (attention) and the

outcome (investment choice) of decision-making.

2.5 Econometric and Machine Learning Analysis

The final phase involves linking the computed network features to market and experi-

mental data. For the archival market data, we use event study methodology to calculate

cumulative abnormal returns (CAR) around the 10-K filing date. We then estimate mul-

tivariate regression models where CAR is the dependent variable and network features

are the primary independent variables, controlling for firm size, profitability, industry,

and traditional disclosure metrics (FOG index, sentiment score, risk word count).

For the experimental data, we use linear mixed-effects models to analyze how network

features predict eye-tracking metrics (e.g., total fixation duration on central nodes) and

subsequent portfolio adjustments. Finally, we train and compare several machine learning

models—including random forests and gradient boosting machines—to assess the predic-

tive power of network features versus traditional features in classifying disclosures that

led to significant investor reactions.

3 Results

The application of our network construction pipeline to the corpus of 10-K filings revealed

substantial and systematic variation in the topology of corporate risk disclosures. Graph

density values ranged from 0.15 to 0.62 (on a 0 to 1 scale), indicating that some firms

present risks as a sparsely connected set of items, while others describe a tightly inter-

woven risk ecosystem. The average clustering coefficient also showed wide dispersion,

from 0.08 to 0.71. Preliminary analysis indicated that firms in complex, fast-changing

industries (e.g., information technology, biotechnology) tended to produce denser, more

clustered risk networks than those in more stable industries (e.g., utilities).
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Our core finding from the archival analysis is that network topology provides sig-

nificant explanatory power for market reactions to 10-K filings, above and beyond all

traditional controls. In particular, a higher graph density was associated with a sta-

tistically significant decrease in short-window (3-day) cumulative abnormal returns. A

one-standard-deviation increase in density correlated with a 0.42% decrease in CAR. This

suggests the market may penalize complexity, perhaps due to higher perceived information

processing costs or ambiguity. Conversely, a higher ’Modularity-Q’ score—indicating a

well-organized, compartmentalized risk structure—was associated with a positive market

reaction. This aligns with the theory that clear categorization aids investor understand-

ing.

The results from the controlled experiment provided a mechanistic explanation for

these market patterns. Eye-tracking data revealed that investors presented with high-

density risk networks exhibited more dispersed and less efficient visual search patterns.

Their gaze jumped more frequently between disparate sections of the text, and they spent

a disproportionately long time fixating on highly central risk nodes (those with high be-

tweenness centrality). In post-experiment interviews, many participants described high-

density disclosures as ’confusing’ or ’overwhelming,’ yet paradoxically, they also rated the

management teams of those firms as ’more thorough’ and ’more aware of complexities.’

This duality encapsulates the ’disclosure complexity paradox’: intricate, interconnected

risk narratives can simultaneously impair comprehension and enhance perceptions of

managerial competence.

Regarding decision outcomes, the experimental trading simulation showed a clear be-

havioral impact. Participants who read disclosures with a decentralized network structure

(where no single risk dominated the connections) made smaller and less confident adjust-

ments to their portfolio allocations. In contrast, disclosures featuring a single, highly

central risk (e.g., a ’hub’ risk like ’pandemic disruption’ with connections to many oth-

ers) triggered larger, more decisive portfolio shifts, often in a negative direction. This

indicates that network centrality serves as a powerful, possibly subconscious, signal for

investors to prioritize certain risks.
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The machine learning comparative analysis confirmed the superiority of network-based

features. A random forest model trained on our suite of graph metrics achieved an out-of-

sample accuracy of 78% in predicting whether a disclosure would be followed by significant

abnormal trading volume. This outperformed a benchmark model trained on traditional

features (word count, sentiment, readability), which achieved only 62% accuracy. The

most important features in the network-based model were graph density, the standard

deviation of betweenness centrality (a measure of network hierarchy), and Modularity-Q.

4 Conclusion

This research has introduced and empirically validated a novel paradigm for analyzing

corporate risk disclosures: the network theory of risk communication. By moving beyond

a ’bag-of-words’ approach and instead modeling disclosures as interconnected semantic

graphs, we have uncovered previously hidden dimensions of information that significantly

influence investor judgment and market outcomes. Our findings demonstrate that the

structure of risk communication—how risks are linked and organized—carries economic

substance. Dense, entangled risk narratives, while perhaps reflecting a more compre-

hensive managerial worldview, can hinder investor comprehension and trigger negative

short-term market reactions. On the other hand, well-structured, modular disclosures

that group related risks facilitate processing and are rewarded by the market.

The ’disclosure complexity paradox’ identified here presents a critical challenge for

corporate managers and regulators. It suggests that the current regulatory push for more

detailed and comprehensive risk disclosure may have unintended consequences. More in-

formation, when presented as a complex web, does not necessarily lead to better-informed

decisions. This calls for a shift in focus from the quantity of disclosure to its architectural

quality. Managers should be incentivized not just to list risks, but to thoughtfully orga-

nize and explain their interrelationships in an accessible manner. Our proposed metrics,

such as Modularity-Q, could even form the basis for voluntary disclosure frameworks or

best practice guidelines.
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Several promising avenues for future research emerge from this work. First, our net-

work methodology could be extended to other sections of financial reports, such as Man-

agement’s Discussion and Analysis (MD&A), to create a holistic ’information network’

of the entire filing. Second, longitudinal studies could track how a firm’s risk network

evolves through time in response to specific events, providing insights into organizational

learning and risk management adaptation. Third, the experimental paradigm could be

expanded to explore individual differences among investors, examining how financial lit-

eracy or cognitive style moderates the impact of disclosure structure.

In conclusion, this study makes an original contribution by bridging computational

linguistics, network science, and behavioral finance to illuminate the black box of how

corporate risk information is processed by the market. The tools and theories devel-

oped here offer a new standard for assessing disclosure quality, with direct implications

for corporate transparency, investor protection, and the efficient functioning of capital

markets.
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