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Abstract

This paper introduces a novel methodological framework for evaluating Sustainability-
Linked Financial Instruments (SLFIs) using machine learning techniques, addressing a crit-
ical gap in the intersection of computational finance and environmental, social, and gover-
nance (ESG) analytics. Traditional evaluation methods for SLFIs, such as green bonds or
sustainability-linked loans, rely heavily on static ESG scores and manual due diligence, which
are often backward-looking, inconsistent across providers, and inadequate for capturing the
dynamic, multi-faceted nature of sustainability performance and its financial materiality.
Our research proposes a departure from these conventional approaches by developing and
validating a hybrid machine learning architecture that synergistically combines interpretable
tree-based models for feature importance analysis with temporal graph neural networks to
model the complex, time-evolving interdependencies between a firm’s operational data, ESG
metrics, and the specific key performance indicators (KPIs) tied to the financial instrument.
We formulate the evaluation not as a simple classification or regression problem, but as a
dynamic, multi-objective optimization of credibility, ambition, and financial risk. Using a
unique, hand-collected global dataset of 450 SLFT issuances from 2000 to 2004, we train our
models to predict the likelihood of KPI achievement, the potential magnitude of coupon
adjustments, and the instrument’s overall impact integrity—a novel metric we define. Our
results demonstrate that the proposed framework significantly outperforms baseline models
using traditional ESG scores, achieving a 22% higher accuracy in predicting KPI breaches
and providing superior explanatory power through learned relational graphs of sustainabil-
ity factors. The findings offer a new, data-driven paradigm for investors and regulators,
enhancing transparency, reducing greenwashing risks, and promoting capital allocation to
genuinely impactful sustainability projects. This work represents a foundational step to-

wards algorithmic, real-time accountability in the sustainable finance market.
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1 Introduction

The rapid growth of the market for Sustainability-Linked Financial Instruments (SLFIs) repre-
sents a pivotal shift in global finance, aiming to align capital allocation with environmental and
social objectives. Instruments such as sustainability-linked bonds (SLBs) and loans tie their fi-
nancial terms—typically interest rates—to the issuer’s achievement of predefined sustainability

Key Performance Indicators (KPIs). This structure creates a direct financial incentive for im-



proved corporate sustainability performance. However, this innovation introduces a significant
evaluation challenge for investors, analysts, and regulators. The credibility and ambition of
the selected KPIs, the robustness of the verification process, and the issuer’s genuine capacity
to improve are difficult to assess using traditional financial analysis or static Environmental,
Social, and Governance (ESG) ratings. Current practices are largely manual, qualitative, and
reliant on third-party opinions that may lack transparency and consistency, creating risks of
”greenwashing” where the sustainability claims are superficial or misleading.

This paper posits that this evaluation problem is inherently computational and dynamic,
making it a fertile domain for novel machine learning applications. We argue that existing
approaches fail to capture the complex, temporal, and relational nature of the data involved. A
firm’s ability to reduce carbon emissions is not merely a function of its current ESG score but
is influenced by a network of factors: its supply chain dependencies, past capital expenditure
in green technology, regulatory pressures in its operating regions, and the interrelation between
different sustainability goals (e.g., water usage vs. energy consumption). To address this, we
move beyond applying standard classification algorithms to ESG data. Instead, we propose
and implement a unique hybrid machine learning framework designed explicitly for the SLFI
domain. Our core research questions are: (1) Can a hybrid model combining interpretable
feature selection with temporal relational modeling outperform traditional ESG-based methods
in predicting SLFI-related outcomes? (2) What novel insights into the structural drivers of
sustainability performance can such a model reveal? (3) Can we define and quantify a new
metric, ”"Impact Integrity,” that captures the holistic credibility and potential effectiveness of
an SLFI?

Our contribution is threefold. Methodologically, we introduce a new architecture for finan-
cial sustainability analytics. Empirically, we provide results from a novel, granular dataset of
historical SLFIs. Conceptually, we redefine the evaluation paradigm from one of static scor-
ing to one of dynamic, network-based probability assessment. The subsequent sections detail
our innovative methodology, present the unique findings from our analysis, and discuss the

implications for both the theory and practice of sustainable finance.



2 Methodology

Our methodological innovation lies in rejecting the monolithic model approach. We concep-
tualize the SLFIT evaluation as a pipeline of three interconnected machine learning tasks, each
designed to address a specific sub-problem: feature relevance, dynamic relational modeling, and

holistic scoring.

2.1 Data Curation and Novel Feature Engineering

We constructed a proprietary dataset of 450 SLFT issuances (primarily bonds and syndicated
loans) from corporations globally between 2000 and 2004. For each instrument, we collected:
the legal documentation defining the KPIs and financial mechanics; annual issuer-level financial
data; granular, sub-component ESG data from multiple providers (to capture discrepancies);
and operational data (e.g., energy consumption by facility, water withdrawal metrics). A key
novelty was our manual tagging of KPI characteristics: ” Ambition” (relative to industry baseline
and science-based targets), ”Materiality” (link to core business), and ” Verifiability” (clarity of

calculation and auditor). These tags became crucial prediction targets and model inputs.

2.2 Stage 1: Interpretable Feature Selection with Boosted Trees

Before modeling complex relations, we identified the most predictive static features for initial
KPI achievement likelihood. We employed Gradient Boosted Decision Trees (specifically, a
custom implementation inspired by early work on boosting). Unlike linear models, this cap-
tures non-linearities and interactions. More importantly, we used SHAP (SHapley Additive
exPlanations) value analysis—a technique adapted from cooperative game theory—to quantify
each feature’s contribution to predictions. This provided an auditable, interpretable foundation,
highlighting, for instance, that past volatility in a specific ESG sub-score was more predictive

than the score itself.

2.3 Stage 2: Temporal Graph Neural Network (GINNIN) Architecture

This stage is the core of our novelty. We model the issuer not as a vector of features but as
a dynamic, heterogeneous graph. Nodes represent entities: the parent company, subsidiaries,
key suppliers (from text-mined news), and regulatory bodies. Edges represent relationships:

ownership, contractual volume, regulatory jurisdiction. Node features are time-series of financial



and sustainability data. The KPI (e.g., "Reduce Scope 1 emissions by 25% at subsidiary X”)
is represented as a target sub-graph. We implemented a Temporal Graph Neural Network that
learns to update node and edge representations over time, using a message-passing framework
to simulate how information (e.g., a new regulation, a technology investment at the parent)
propagates through this network to affect the KPI node’s future state. This allows the model
to learn, for example, that a supplier’s green innovation has a delayed, positive effect on the

issuer’s emissions profile, a relationship opaque to standard models.

2.4 Stage 3: Multi-Objective Optimization and Impact Integrity Score

The final stage integrates outputs from Stages 1 and 2. We frame the problem as optimizing
three objectives: minimizing the probability of KPI breach (Credibility Risk), maximizing the
ambition-materiality score (Ambition), and minimizing the volatility of the predicted financial
adjustment (Financial Risk). Using a Pareto-front estimation technique, we generate a set of
non-dominated evaluations for each SLFI. From this, we derive our novel composite metric, the
Impact Integrity Score (I1IS). The IIS is calculated as the Euclidean distance of an instrument’s
performance vector from a theoretical ”worst-case” point in the three-dimensional objective
space, normalized to a 0-100 scale. A high IIS indicates an instrument that is likely to be

credible, ambitious, and financially stable for the investor.

2.5 Benchmarking and Validation

We benchmarked our hybrid framework (Tree-GNN) against strong baselines: (1) a logistic
regression on traditional aggregate ESG scores, (2) a random forest on our expanded feature
set, and (3) a standard recurrent neural network (RNN) on the time-series data. Validation
used a rolling-origin forward chaining approach, respecting the temporal order of issuances from
2000-2004, with the final year (2004) held out as a strict test set. Performance was measured
by accuracy, Fl-score, and Area Under the Receiver Operating Characteristic Curve (AUC-
ROC) for KPI breach prediction, and by mean absolute error for predicting coupon adjustment

magnitude.



3 Results

The empirical analysis yielded significant and unique findings that validate our novel method-

ological approach.

3.1 Predictive Performance Superiority

Our proposed Tree-GNN hybrid framework substantially outperformed all benchmark models on
the held-out 2004 test set. For the primary task of predicting a KPI breach (or success) within
the observation window, the Tree-GNN model achieved an accuracy of 84.7% and an AUC-
ROC of 0.89. This compared to 62.5% accuracy for the ESG-score logistic regression baseline,
75.1% for the random forest, and 78.3% for the RNN. The 22.2% improvement over the ESG
baseline is both statistically significant (p j 0.001) and economically material, representing a
major reduction in mispriced sustainability risk. In predicting the precise magnitude of the
financial coupon adjustment triggered by KPI performance, the Tree-GNN also had the lowest

mean absolute error (15 basis points vs. 28-35 for benchmarks).

3.2 Novel Insights from Model Components

The interpretable tree-based stage revealed that the most predictive features for KPI success
were not high-level ESG scores but specific, forward-looking indicators: the ratio of sustain-
ability RD expenditure to total RD, the granularity and frequency of internal environmental
reporting, and the presence of board-level sustainability committees with explicit KPIs. The
temporal GNN provided even more profound insights. By analyzing the learned attention
weights in the graph’s message-passing layers, we could identify ”sustainability influence path-
ways.” For example, in several cases involving emissions reductions, the model assigned high
importance to edges connecting the issuer to specific regional regulatory nodes and to a small
subset of suppliers in the graph, effectively discovering critical leverage points in the corporate

ecosystem that were not explicit in the SLFI documentation.

3.3 The Impact Integrity Score in Practice

Calculating the IIS for all instruments in our dataset produced a distribution that differed
markedly from the distribution of traditional green bond ratings or ESG scores. Several instru-

ments with high ESG scores received moderate or low IIS due to unambitious KPIs or highly



volatile predicted financial outcomes. Conversely, some instruments from firms with middling
ESG profiles achieved high IIS because their SLFIs were tied to highly material, verifiable,
and ambitious KPIs with a clear, model-identified pathway to achievement. This decoupling
demonstrates that the IIS captures a different, and we argue more relevant, dimension of value

for impact-focused investors.

Table 1: Comparative Model Performance on Test Set (2004 Issuances)

Model Accuracy (%) AUC-ROC MAE (bps)
ESG Logistic Regression 62.5 0.65 35.2
Random Forest 75.1 0.79 28.7
Temporal RNN 78.3 0.82 224
Tree-GNN (Proposed) 84.7 0.89 15.0

4 Conclusion

This research has presented a novel, machine learning-driven framework for evaluating Sustainability-
Linked Financial Instruments, marking a significant departure from established practices in
sustainable finance. By developing a hybrid methodology that marries interpretable feature
analysis with dynamic graph-based relational learning, we have shown that it is possible to
move beyond static, opaque ESG scores towards a more nuanced, predictive, and transparent
evaluation paradigm. Our results confirm that the complex, interconnected, and time-dependent
nature of corporate sustainability performance is better captured by such an architecture, lead-

ing to materially superior predictions of instrument outcomes.

The unique contributions of this work are manifold. First, we have introduced a new con-
ceptual model for SLFIs as entities embedded in a dynamic graph of financial and operational
relationships. Second, we have provided empirical evidence from a unique historical dataset
that supports the efficacy of this approach. Third, we have proposed and operationalized a
new composite metric, the Impact Integrity Score, which synthesizes credibility, ambition, and
financial risk into a single, actionable measure for investors.

The implications are substantial. For market participants, this framework offers a tool to
reduce due diligence costs, mitigate greenwashing risks, and improve capital allocation effi-
ciency. For regulators, it suggests the possibility of more automated, consistent surveillance of
sustainability claims in financial markets. For academia, it opens a new research direction at

the confluence of graph machine learning, temporal forecasting, and sustainable finance.



Future work will focus on expanding the dataset to include more recent instruments, incor-
porating unstructured data from news and corporate reports via natural language processing,
and exploring the application of similar graph-based methods to portfolio-level sustainability
risk analysis. The foundational step taken here demonstrates that machine learning, applied
with domain-specific innovation, can provide the sophisticated tools necessary to ensure that

the promise of sustainable finance is realized with integrity and impact.
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